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Abstract
Acoustic sensing is increasingly popular owing to widely

available devices that support them. Yet the sensing resolution
and range are still limited due to limited bandwidth and sharp
decay in the signal at inaudible frequencies. Inspired by recent
development in acoustic metasurfaces, in this paper, we first
perform an in-depth study of acoustic metasurface (AMS)
and compare it with the phased array speaker. Our results
show that AMS is attractive as it achieves a significant SNR
increase while maintaining a compact size. A major limitation
of existing AMS is its static configuration. Since our target
may be at any possible location, it is important to support
scanning in different directions. We develop a novel acoustic
system that leverages a metasurface and a small number of
speakers. We jointly optimize the configuration of metasur-
face and transmission signals from the speakers to achieve
low-cost dynamic steering. Using a prototype implementation
and extensive evaluation, we demonstrate its effectiveness
in improving SNR, acoustic sensing accuracy, and acoustic
communication reliability over a wide range of scenarios.

1 Introduction

Motivation: Acoustic sensing and communication are be-
coming increasingly popular due to widely available devices
that support it, including smartphones, smart speakers, and
many IoT devices. Many interesting sensing systems have
been proposed using acoustic signals (e.g., [15, 25, 35–39,
42, 51, 57, 65]). For example, [35, 36, 42, 51, 57, 65] develop
smartphone based approaches that transmit inaudible acous-
tic signals to track a target’s distance, position, and move-
ment. [38, 52] enables more accurate sensing by exploiting
a microphone array on a smart speaker. [11] develops acous-
tic communication systems as an NFC alternative, [9] de-
signs an underwater messaging system using acoustic signals
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since acoustic signals attenuate slower than RF signals. Re-
fer to [5, 12] for more comprehensive surveys on the under-
water acoustic communication systems. Despite significant
advances in acoustic sensing, there is a fundamental limit
on its sensing range and resolution as shown in the Cramer-
Rao bound, which indicates the sensing resolution is limited
by SNR and the number of transmitters and receivers. Simi-
larly, acoustic communication also faces similar challenges
according to the Shannon capacity.

In order to further improve the performance, one could
increase the number of transceivers. However, increasing the
number of transceivers increases the cost, size, and energy
consumption. In addition, existing sound cards cannot support
more than 8 channels. All of these factors significantly limit
their applicability in a real-world deployment.

Another option is to adopt an acoustic lens. Like opti-
cal lenses, acoustic lenses can steer the direction of acoustic
wave propagation and focus in a certain region. However, an
acoustic lens is usually bulky due to the large wavelength of
acoustic waves. Recently there emerged acoustic metasurface
(AMS) (e.g., [40, 41]). It consists of many sub-wavelength
cells, where each cell can act like a mini-antenna and modify
the phase and/or intensity of the incident wave so that collec-
tively the AMS can manipulate the wave in an interesting way
(e.g., steer the outgoing wave towards a certain direction). We
use AMS and lens interchangeably in this paper.

Our approach: Inspired by the potential benefit of AMS,
we first compare a passive AMS with beamforming using mul-
tiple speakers. We find beamforming using 3 and 6 speakers
increases SNR by 4.7dB and 7.9dB, respectively. In compar-
ison, an acoustic lens of size 16× 16 cells under 1 speaker
increases SNR by 15.5dB. The results suggest AMS is at-
tractive since it can significantly increase the SNR using a
compact design without consuming power. To achieve a simi-
lar SNR increase, we need 36 speakers spanning 30cm, which
is bulky and challenging to deploy.

While passive AMS is attractive, the existing AMS can sup-
port only static configuration (e.g., always beamform towards
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Figure 1: Dynamic beam steering with speaker array and
acoustic metasurface (AMS).

a fixed angle). Since the target can be at any location, dy-
namic beam steering is necessary. One option is through the
mechanical movement of the AMS, which not only increases
the cost but also limits the speed of adaptation. In this paper,
we propose combining beamforming using a small number of
speakers with AMS, as shown in Figure 1, to achieve the best
of both worlds: the use of AMS allows us to keep the number
of speakers low while still achieving sharp beam, large SNR
gain, and high resolution; the use of beamforming even using
very few speakers can enable dynamic steering without move-
ment. A small number of speakers with a passive AMS can
achieve similar beamforming resolution as a large number of
speakers. For example, our evaluation shows using an AMS
with 16x16 cells and a 6-speaker phased array is comparable
to a 9x16=144 phased array in terms of beam pattern.

To this end, we develop a novel algorithm to jointly opti-
mize the AMS configuration and beamforming weights for
the phase array. Specifically, the joint AMS and beamform-
ing design can be formulated as an optimization problem
whose objective is to maximize the signal strength along each
of the desired angles (e.g., sampled from a range of angles)
and minimize the performance variance across these angles
and energy in the side lobes. We use the gradient projection
method to solve the optimization problem. In addition, we
augment our optimization framework to further optimize the
speakers’ placement and improve the performance.

We implement an acoustic system based on our designed
algorithm. Our system consists of a 3D-printed AMS, 6 speak-
ers, and a microphone. We apply our algorithm to steer the
outgoing beam in real-time. We evaluate our design using
(i) SNR of the received signal, (ii) the sensing performance
(i.e., distance estimation using Frequency Modulated continu-
ous Waves (FMCW) and angle estimation using the MUltiple
SIgnal Classification (MUSIC) algorithm), and (iii) the com-
munication error. Our results show our jointly designed AMS
and beamforming out-performs AMS alone, beamforming
alone, and no AMS and no beamforming by 2.9dB, 10.5dB,
and 18.4dB in SNR, respectively. The corresponding numbers
are 1.83x, 4.86x, and 18.03x reduction in distance estimation
errors, respectively; 1.79x, 4.17x, and 12.37x reduction in
angle estimation errors, respectively; 1.3x, 2.6x, and 4.9x im-

provement in communication range, respectively.
Our contributions can be summarized as follow:

• Using extensive evaluation and analysis, we shed light
on the benefits of phased array versus AMS.

• We jointly optimize AMS and phased array configura-
tions to enable dynamic beam steering and achieve high
SNR.

• We further improve the performance by optimizing the
speaker placement.

• We develop an acoustic system based on our joint de-
sign of AMS and beamforming and apply it to acoustic
sensing and communication. Our evaluation shows our
system yields a significant improvement in SNR, dis-
tance estimation, angle estimation, and communication
reliability. In particular, leveraging AMS and phased
array allows us to dynamically steer the beam to the de-
sired direction and boost SNR by 18.4dB over a single
speaker without AMS. The improved SNR in turn in-
creases the acoustic sensing and communication ranges.
Our approach increases the sensing range from 1.5m in a
single speaker without AMS to 4m using 6-speaker with
AMS; similarly, it increases the communication range
from 0.8m to 3.9m.

Paper outline: We review existing work in Section 2, and
introduce acoustic metasurface in Section 3. We describe
our algorithm to jointly optimize AMS and speaker array
system in Section 4. We present our simulation and testbed
experiment results in Section 5. We conclude in Section 7.

2 Related Work

Our work is closely related to wireless sensing, acoustic com-
munication, acoustic metasurface, and phased array.

Acoustic sensing: Wireless sensing has become increas-
ingly popular due to many important applications. Many
algorithms and systems have been developed recently us-
ing acoustic [15, 25, 30, 35, 42, 45, 51, 57, 64, 65, 67], WiFi
(e.g., [21, 47, 50]), mmWave (e.g., [20, 58, 61]), and RFID
signals (e.g., [17, 34, 53–55]).

Among them, acoustic sensing is appealing due to its high
accuracy and widely available commodity devices that sup-
port it. They use time of flight (e.g., BeepBeep [45]), Doppler
shift (e.g., AAMouse [64]), FMCW (e.g., [35,42]), phase (e.g.,
[57]), correlation (e.g., [43]), channel impulse response (e.g.,
Strata [65]), and Angle of Arrival (AoA) (e.g., [38, 49, 56])
for sensing. Some works also leverage machine learning for
acoustic sensing (e.g., by applying neural networks to either
post-processed signals or raw signals) and show ML based
sensing is promising.



There are also significant works on sensing using RF sig-
nals. Some leverage similar algorithms as in acoustic sensing,
while others explore new features and algorithms. For exam-
ple, [33] use Channel State Information (CSI). Tagyro [59]
tracks rotation using an array of passive RFID tags and two
orthogonal RFID reader antennas. [46] further exploits po-
larization to track rotation and translation movement. [22]
pushes the tracking accuracy to sub-centimeter level using a
large phased array and large bandwidth.

Acoustic Communication: Sound has been a popular way
of communicating information. Interestingly, we can also en-
code digital data and transmit over the acoustic channel. At
a high level, it is essentially the same as RF communication
but uses a different frequency. A number of interesting sys-
tems have been developed for acoustic digital communication
(e.g., [11, 23, 66]) as an alternative to Near Field Commu-
nication (NFC) owing to the wide availability of speakers
and microphones that support acoustic communication. Many
of them leverage OFDM due to its robustness to multipath
fading. Therefore, we also adopt the OFDM based acoustic
communication in our work.

Acoustic metasurface: Ultimately, the accuracy of acous-
tic sensing depends on the SNR and numbers of speakers
and microphones. Acoustic metasurface can boost SNR us-
ing a passive 2D structure, which can help improve sensing
performance. A metasurface has many unit cells, and each
cell can be potentially treated as a mini sound source. In
this way, AMS effectively increases the number of speak-
ers, thereby improving sensing resolution. By controlling the
phase (or amplitude) of acoustic wave propagation through
each unit cell, AMS can tailor the wave fields freely. Many
designs of acoustic metasurface have been proposed in the lit-
erature [6, 32]. Coiling-up space structure [27–29, 40, 41, 60]
achieves phase manipulation by forcing acoustic waves to
propagate along a coiled path. Helmholtz-resonator-like struc-
ture [13, 26] produces a tunable phase velocity and a high
transmission efficiency with multiple Helmholtz resonators.
Membrane-type structure [14, 19, 44, 62, 63] eliminates reflec-
tion with carefully designed membrane resonators. The above
designs are not reconfigurable. There are active acoustic meta-
surfaces [10, 18, 24], as well. They use mechanical structure
or emerging materials that can be deformed under the control
of a magnetic field or electric current. However, these designs
are expensive and bulky to implement.

Our work is inspired by [40, 41]. [40] develops a power-
ful methodology that assembles many sub-wavelength pre-
manufactured 3D units into an acoustic metasurface. Each
unit encodes a specific phase offset. By re-arranging these
units, one can produce many different metasurfaces. Since
acoustic sensing/communication usually use inaudible sounds
with much smaller wavelength to avoid disturbance, the

coiling-up metasurface is more compact than Helmholtz-
resonator and membrane-type structure. [41] discusses sev-
eral applications of these metasurfaces, including generating
acoustic collimator, acoustic magnifying glasses, and acous-
tic telescopes. Our work goes beyond [40, 41] by enabling
dynamic steering through combining multiple speakers with
AMS and applying it to acoustic sensing and digital commu-
nication.

[16] proposes using 3D-printed metamaterial to cover the
microphone and embed the direction-based signature. During
the calibration stage, recordings from all possible angles are
collected. During the online usage, the current recording is
compared with all recordings collected in the calibration to
find the best match, which is used for AoA estimation. [7]
develops an acoustic sensing system that uses 3D printed
smart surface to embed direction information into the sig-
nals for generating a depth map. Our work is related to the
above work but goes beyond them by (i) eliminating labor-
intensive calibration and (ii) directly increasing SNR and
sensing resolution, which can benefit any sensing or commu-
nication approaches instead of tailing to one specific sensing
scheme. Therefore our design is more general and support
more applications. Moreover, our optimization framework
for configuring AMS and a speaker array is flexible and can
support a range of important what-if analyses. Our adoption
of a regular shaped AMS also makes it easier to analyze and
optimize its impact on the overall system performance.

Phased array: Multiple transmitters and/or multiple re-
ceivers can be used to strengthen the received signals. At
the transmitter end, beamforming can be used to generate
transmissions that arrive in phase at the receiver so that the
multipath signals are added up constructively. At the receiver
end, the receiver can compensate for the phase difference
of the received signals across different antennas to ensure
constructive combining. As mentioned earlier, in order to
achieve a comparable gain of AMS, a large phased array is
necessary, which increases the size, cost, computation, and
power. This motivates our design of AMS based sensing and
communication system.

3 Acoustic Metasurface

In this section, We provide background on acoustic metasur-
face and its properties.

3.1 Background of Acoustic Metasurface

The ability to shape acoustic fields has diverse applications,
such as high-quality sound production, particle manipulation,
non-invasive therapies, and increasing sensing and communi-
cation range and resolution. One way to shape the acoustic
fields is to use phased arrays by controlling the phase and
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Figure 2: The structure of a unit cell is mainly determined by
the parameters d1 and d2. Different lengths of the propagation
paths induce different phase delay at the output.

amplitude of the transmission signals emitted from each of the
speakers. The cost, power consumption, and size of a phased
array rapidly increase with the number of speakers.

A few recent research papers show that acoustic metasur-
faces could be a promising solution. An acoustic metasur-
face is a 2D structure that consists of many sub-wavelength
cells [40, 41]. By carefully designing each of its cells, we
can manipulate acoustic waves in an interesting way. Each
unit cell can be viewed as a mini sound source. To perform
beamforming in a certain direction, we can ensure the paths
going through different cells in the metasurface add up con-
structively in the desired direction. This can be achieved by
letting each unit cell compensate for the phase difference. For
example, without special design, in the desired direction, the
path going through cell 1 differs from cell 2 by φ1,2. To ensure
the signals from these two paths add up constructively, we
can design the unit cell 1 and cell 2 to compensate phase
difference φ1,2. One way to achieve this is to impose different
geometric structure so that the path going through cell 2 is
φ1,2
2π

λ longer than cell 1.
Figure 2 shows an example structure of unit cells used

in [40]. Assume the sound waves pass through the unit cell
from the left. The curved propagation path will increase the
time it takes to penetrate the unit cell, which essentially in-
troduces a phase shift to the outgoing wave. The structures
of different unit cells are determined by two dominant param-
eters: d1 and d2 [40], which result in different propagation
path lengths and hence different phase delay. One way to de-
termine d1 and d2 is through enumeration in a simulator (e.g.,
COMSOL [2], which is a widely used finite-element-based
multiphysics simulator).

We arrange the unit cells in a straight line to form a 1D
metasurface, or in a rectangle to form a 2D metasurface. By
introducing an appropriate phase shift at each cell, we can
achieve beamforming. Figure 3 shows an example. To make
it easy to assemble/re-assemble a metasurface, [40] quantizes
the types of unit cells into 16 choices, which covers the phase
shift from 0 to 2π. So for each unit cell we can choose one
whose phase shift is the closest to our desired shift.

3.2 Properties of Acoustic Metasurface
High transmission efficiency: As shown in Figure 2, the
unit cells have intricate maze-like internal structures, with

Incident Wave

Focal Point

Outgoing Beam

Metasurface

Figure 3: A metasurface consists of multiple unit cells and
beamforms towards a focal point by properly configuring the
unit cells.

four parallel bars positioned orthogonal to the direction of
incoming sound waves. Interestingly, the transmission effi-
ciency is high and reaches 98% on average across all unit
cells [40]. This is due to the following two major reasons: i)
The sub-wavelength cells produce diffraction and cause the
energy of sound to bypass the parallel bars instead of being re-
flected back; and ii) The bars inside each unit cell are curved
instead of sharp angles to reduce acoustic impedance and
maintain high transmission efficiency. Overall, the acoustic
metasurface has negligible power loss and we do not consider
the power loss when developing AMS.

Focusing behavior: Figure 3 shows that an incident plane
wave is focused at a focal point after passing through the
metasurface. Due to the reciprocity principle [8], when a
point source is placed at the focal point, the signal coming
out of the AMS should be a plane wave towards the direction
orthogonal to the metasurface. Figure 4(a) and 4(b) show
an example scenario, where the source is placed at 100cm,
which is the focal point. We observe the outgoing wave is
nearly parallel in one direction. Second, when the source is
not at a focal point, the wave is no longer parallel, as shown
in Figure 4(c), and the energy of the signal will be dispersed
to nearby directions, making signal strength attenuates faster.
Since we want to concentrate the energy in one direction
and make the sound wave propagate in a longer range, plane
waves are preferred.

Adaptation: Once a metasurface is printed, the mapping
from the incoming wave to the outgoing wave is fixed. Since
the target can be in any direction, it is important to change
the direction of the outgoing wave. Given the fixed metasur-
face, one way to change the direction of the outgoing wave
is to move the AMS either through translation movement
or through rotation. While movement is feasible, mechani-
cal movement is slow, consumes significant power, causes
wear and tear, and may even require operator intervention.
Therefore, in this paper we seek a software-based approach
to realize fast dynamic adaptation.
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Figure 4: (a) Sound field simulated in COMSOL with a 16×1
metasurface when we transmit 20kHz sound at the focal point
(100mm). Part of the energy is concentrated in a specific
direction. (b) and (c) show the sound field in the zoom-in area
when the speaker is placed at 100mm and 200mm, respectively.
When the speaker is at the focal point, the signal coming out
of the lens is a parallel wave.

4 Phased Array with Metasurface

The passive acoustic metasurface is a fixed 2D structure. Once
designed, it converts from the incident wave to the outgoing
wave in a fixed manner. For practical use, it is desirable to
dynamically adjust the direction of the wave coming out of
the metasurface. We can achieve this using either mechanical
movement or beamforming using a phased array. We take the
latter approach due to its software control and eliminating the
need of movement. An important question is how to config-
ure the metasurface and phased array to realize our desired
beamforming. Below we first introduce phased array and then
describe how to use phased array with metasurface to achieve
dynamic control at a low cost.

4.1 Phased Array
Phased arrays use beamforming to combine signals from
multiple speakers constructively. Beamforming can be applied
to either senders or receivers or both. There are a number
of beamforming algorithms. They vary in the optimization
objectives: some maximize the signal, while others minimize
interference.

In analog beamforming, beamforming is performed on ana-
log signals at the transmitter before sending to the air or at
the receiver before the analog to digital conversion. In digital
beamforming, beamforming is performed on digital signals
at the transmitter before digital to analog conversion or at the
receiver after analog to digital conversion.

The beamforming capability depends significantly on the
number of speakers and their separation. As Figure 5 shows,
the beam width in the desired direction is relatively large and
the sidelobes are significant when the number of speakers
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Figure 5: Beam patterns under a varying number of speakers
m. The received sound is normalized by dividing it by the
maximum power and then converted to decibels.

is within 8. The half power beam width (HPBW) at 0◦ (i.e.,
perpendicular to the speaker array) can be approximated as
follows [48]: θ0.5≈ 0.886λ

md where λ is the wave length, m is the
number of speakers, and d represents the speaker separation,
which is usually recommended to be λ

2 . For example, the
HPBW will be 59.6◦, 25.5◦, 16.9◦, and 6.3◦ when the number
of speaker is 2, 4, 6, and 16, respectively. The beam width
for a general angle can be derived as follows: θ0.5s =

θ0.5
cosθ0

where θ0 is the steering angle and θ0.5s is the HPBW of the
steered beam. This indicates that the scanning range should
not be too large and usually we let θ0 ≤ 60◦. These results
show that the acoustic beamforming resolution using a small
phased array is limited.

4.2 Phased Array Coupled with Metasurface
Passive AMS is not reconfigurable on-the-fly once it is assem-
bled. To provide dynamic adaptation while achieving high
resolution and long range, we propose using a small number
of speakers along with an acoustic metasurface. We optimize
the speakers’ beamforming so that the outgoing wave from
the AMS is towards our desired angle.

More specifically, phased array can control the direction
of the output signal, which serves as the incoming signal
towards the AMS. By optimizing the transmission signals, we
can potentially generate any shaped waves coming out of the
AMS. The use of multiple speakers allows us to achieve fast
dynamic control without movement. In order to fully realize
this capability, we should carefully design the AMS to cover a
wide range of angles and control the transmission signals from
multiple speakers in order to dynamically generate the desired
signal coming out of the AMS. Below we first formulate the
problem and then present our solution.

4.2.1 Problem Formulation

As shown in Figure 1, there are M speakers. Let wi denote the
codeword for the i-th speaker, where wi is a complex number
whose magnitude and phase are the scaling factor and phase
shift for the i-th transmission signal, respectively. There are
N unit cells in AMS. The acoustic signal received by the j-
th AMS cell from the i-th speaker Si, j can be computed as
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follow, where ti is the i-th speaker’s transmission signal and
Hi j denotes the channel between the i-th speaker and j-th cell.

Si, j = Hi jwiti (1)

Since the relative position between the AMS cell j and trans-
mitter i is pre-determined, we can derive Hi, j = F(di, j) =

a(di, j)e− j2π f
di, j

c , where c is speed of acoustic signal, di, j is
the distance from the i-th transmitter to j-th cell, a(di, j) is the
amount of signal attenuation at the distance di, j, and F(·) is a
function that models how the channel relates to the distance
di, j.

We can take the placement of the phased array into account,
denoted as x, and re-write the above relationship in a matrix
form as follows:

Sin = H(x)w (2)

We omit the transmission signal ti before beamforming here-
after because it is the same at each speaker.

Each cell in AMS modifies the incident signal (e.g., by
adding a path delay and/or changing the amplitude). Such a
modification can be captured using a matrix, denoted as G,
and the design of G will be covered in Sec 4.2.3. Then the
signal coming out of the AMS becomes

Sout = GH(x)w (3)

Finally, let Rd denote the signal in a given steering direction
d from the AMS. Rd can be derived as follow, where Kd
denotes the steering vector corresponding to the direction d
between the AMS and target.

Rd = KdGH(x)w (4)

Our goal is to design the AMS and codeword of the speaker
array to maximize the signal strength along each angle of
interest. For example, if we want to support a scanning an-
gle from −60◦ to 60◦, for each angle within the range, we
want to maximize the signal strength. Note that the AMS has
a fixed configuration across all angles, while the codeword
can change for each beamforming angle as in typical beam-
forming scenarios. Therefore, the signal of interest R can be
derived as follow:

R = KGH(x)W (5)
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Figure 7: Beam pattern when steered to a specific angle dur-
ing optimization. Minimizing the non-diagonal peaks helps
reduce the side lobes and increase the directivity.

where R is a matrix of size d× d (each row represents the
received signal from a given direction d and each column rep-
resents the steering direction), K is a d×M matrix specifying
the steering vector from the M unit-cell AMS, G is a M×M
matrix specifying how the M-cell AMS translates the incident
signal into outgoing signal, H is a M×Nt matrix specifying
the channel from Nt transmitters to M-cell AMS, and W is
Nt ×d codeword for Nt speaker corresponding to d direction.

The channel H and steering vector Kd are fixed and can be
derived analytically as follow. Given H and Kd , we want to
find the optimal static AMS configuration G and W codebook
to perform beamforming across a wide range of angles. Since
we optimize the power of the beams in each direction, we
use the power P of the received signal R hereafter, which is
denoted by P = |R|2.

The structure of our received signals R can be visualized in
Figure 6, where we aim to have high signal strength along the
diagonal elements, which indicates our signal is beamformed
towards the desired steering angle.

Our optimization objective consists of the following three
terms:
Sum Power: Due to the use of a static metasurface design
and the need to accommodate a wide range of angles, our goal
is to maximize the sum of power across all d directions. This
can be derived as follow:

Lpower = tr(P) (6)

where tr(·) is the trace of a matrix (i.e., the sum of the diago-
nal elements in the trace). This is shown in Figure 6.
Minimum Variance Criterion: Solely maximizing the total
power may introduce some dead zones for certain directions.
To avoid that problem, we add the variance of P’s diagonal as
the penalty term Lvar to ensure all directions are covered:

Lvar = var(diag(P)). (7)

For generality, we introduce a weight matrix Q, which can
put different weights on different angles. As a result, we have:

Lvar = var(diag(PQ)) (8)

where Q = diag(q1,q2, . . . ,ql) is a set of weights to control.
If we have prior knowledge about the target’s (approximate)
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and metasurface cell to get the channel H between the phased
array and metasurface.

location, we can increase the entries in Q that correspond to
the locations close to the target.
Minimum Sidelobe: Suppressing the side lobes is critical
for sensing and communication. In the signal processing lit-
erature, extensive works have been done to control sidelobe
level (SLL). Sidelobe nullification and minimization are two
common methods. Some methods require prior knowledge
about the sidelobe’s direction, while other methods minimize
the maximum sidelobe. We experiment different ways of
suppressing sidelobes and find minimizing the average SLL
(i.e., minimize the sum of absolute values of all non-diagonal
elements in P) is most effective in our context.

We observe that the non-diagonal peaks shown in Figure 6
are considered as sidelobes and can degrade the overall per-
formance. Therefore, we propose to minimize the sum of
non-diagonal peaks as follows:

Lsidelobe = ∑non-diagonal peaks (9)

To derive Lsidelobe, we identify peaks in the P matrix (e.g.,
using findpeaks() function) and then sum up the peaks that
are in non-diagonal entries of the matrix. It not only reduces
the sidelobes, but also improves the quality of the main lobe.
As shown in Figure 7, if the highest peak is a non-diagonal
element, we also minimize it to revise the direction.

Putting together, we have the following optimization model:

min
W,Θ,x

−Lpower +µLvar + γLsidelobe

s.t.

{
|Gii|= 1, (i = 1,2, . . . ,N)

|Wi j| ≤ 1 (i = 1,2, . . . ,M, j = 1,2, . . . , l).

where µ and γ are parameters controlling the importance of
the variance and sidelobe terms, respectively. We have two
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Figure 10: The optimized codebook design, where the first
speaker is set as the reference. The magnitudes of the code-
book are all close to 1, but some are slightly less than 1 since
their constraints are ≤ 1.
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Figure 11: Phase distribution and cell indices of the optimized
16×16 lens design, where the cell index is the index to one
of the 16 quantized phase shifts. The numbers in the upper
left corner denote the cell indices for the top left metasurface
and we omit the other parts for brevity due to the left-right
symmetry and top-bottom symmetry.

constraints on the magnitude of the lens parameters G and
codebook W . Both G and W should be no more than 1.

The constraints on the magnitude of lens G are called
constant modulus constraints (CMC). It is well-known that
problems involving CMC are nonconvex and NP-hard [31].
|G|= 1 refers to the points on the surface of an n dimensional
hypercube, which does not form a convex set. However, the
set W ≤ 1 contains the entire hypercube, including the inte-
rior. Thus, it is a convex set. Therefore, for the phased array
codebook, we restrict the amplitude to be within 1 instead of
exactly equal to 1 to make the problem easier to solve.

4.2.2 Optimization

Our problem is a non-linear constrained optimization problem.
Due to the presence of the constraints, we cannot directly
apply the gradient descent scheme. Therefore, we use the
gradient projection method, which ensures the solution after
each gradient descent update still falls within the feasible
set Ω. Specifically, if the k+1-th update (i.e., x(k+1) = x(k)+
αkd(k)) makes the solution fall outside the feasible region,
where αk is the learning rate and d(k) is the gradient, we



project it to a point inside the feasible set Ω as follows:

x(k+1) = Π[x(k)+αkd(k)] (10)

where Π is projection operator, and Π[x] is called the pro-
jection of x in Ω. To do that, we normalize the amplitude of
Gii after each update and normalize Wi j if it is larger than
1. As a result, we use Adam optimizer in Pytorch for opti-
mization. Adam is an extended version of stochastic gradient
descent that adapts the learning rate for each parameter. We
modify the output from the Adam during each iteration using
Equation 10 to ensure constraints are satisfied.

4.2.3 Additional Design Details

In this section, we describe how to get the input required for
optimization.

Symmetry Property of AMS As mentioned earlier, the
diagonal of variable G should represent the phase delay for
a metasurface cell. Our metasurface is a 2D structure. We
observe that the configuration of the AMS should be left-right
symmetric and up-down symmetric, as shown in Figure 8,
since the scanning performance should be the same in left and
right in the azimuth direction and the beam pattern should
also be the same in top and bottom in the elevation direction.
By utilizing the left-right and up-down symmetry property,
we can reduce the search dimension for G by 75%.

Codebook Since the range of the steering angle is from
−60◦ to 60◦, the codebook is also symmetric between the
positive angles and negative angles. Therefore, we can opti-
mize half of the codebook (i.e., corresponding to the steering
angle in (−60◦,0)) and copy them to generate the codebook
for (0,60◦).

Channel From Phased Array to Metasurface The chan-
nel H(x) can be determined based on the speakers and meta-
surface cells’ positions. Let x = {x1,x2, . . . ,xM} denote the
speakers’ locations, and g = {g1,g2, . . . ,gN} denote the meta-
surface cells’ locations. We can derive the channel as follows:

H(x) =


F(‖x1−g1‖) . . . F(‖xM−g1‖)
F(‖x1−g2‖) . . . F(‖xM−g2‖)

...
. . .

...
F(‖x1−gN‖) . . . F(‖xM−gN‖)

 (11)

where ‖ · ‖ denotes the distance between two points (i.e., a
speaker and a metasurface cell) and F() denotes the function
that maps the distance to the wireless channel, including the
amplitude and phase. Figure 9 shows an example.

We can either take a given phased array setup (e.g., uni-
formly distributed linear array) as the input or optimize the

phased array setup. In the latter case, we treat xi as the opti-
mization variables along with the other variables. Note that
we do not impose any constraints on x because we already con-
sider the symmetry property of metasurface G and codebook
W . Equation 11 assumes a single line-of-sight path between
the phased array and metasurface, which is realistic since the
metasurface is close to the phased array and there is no block-
age. Therefore, we have F(d) = 1

d2 e−2π f d/c, where f is the
frequency and c is the propagation speed of acoustic signals.

4.2.4 System Design

In this section, we provide further details of our system de-
sign, including the AMS design, codebook design, and array
placement.

We sample angles from −60◦ to 60◦ with 1◦ apart. There-
fore, for a 6-speaker system, the codebook W is a 121× 6
matrix, which contains 121 independent codewords for 121
directions and 6 speakers. Figure 10 shows the amplitude and
phase of the optimized codebook, where the first speaker is
set as the reference and is aligned to be zero phase. Since our
goal is to maximize the sum power of diagonal elements, the
amplitude of each element in the codebook is 1 to achieve the
maximum transmission power, while the phase is manipulated
to generate our desired sound field at the metasurface.

Next, we reconstruct the phase distribution of the metasur-
face by utilizing the diagonal elements of G and the symme-
try property. The results are given in Figure 11(a). This is
different from that of [40] due to the presence of a phased
array. As mentioned in Sec. 3, the phase shift of each AMS
cell is quantized to 16 levels for flexible design and assem-
bly/disassembly. Then the final AMS can be assembled by
choosing the unit cells with the closest phase shift, as shown
in Figure 11(b), where the color reflects the unit cell index
and a higher index indicates a larger phase shift.

We can either place the speakers in the phased array uni-
formly or arbitrarily and feed the placement as the input to
our optimization algorithm, or let our algorithm optimize the
placement along with other configuration parameters. In our
evaluation, we compare both uniform placement and opti-
mized placement.

5 Performance Evaluation

In this section, we first present our evaluation methodology
and then describe performance results.

5.1 Evaluation Methodology

We use the experiment setup shown in Figure 12 for our eval-
uation. The system can be divided into three parts: speakers,
microphones, and an acoustic metasurface (also referred to as
an acoustic lens or AMS). We use uniform placement as the
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default configuration. In this case, we have 6 identical minia-
ture speakers (8Ω, 2.5w) as the transmitter. Each speaker
is connected with an operational amplifier THS4001 [4] to
amplify the voltage and a power amplifier LM386 [3] to am-
plify the current. The distance between the centers of adja-
cent speakers is 8.6mm, which is a half wavelength of 20kHz
sound. We used 4 microphones to form a microphone array
as a receiver. The distances between the 4 microphones were
3.06cm, 2.04cm, and 3.06cm to mitigate ambiguity and obtain
better performance [38]. All speakers and microphones are
connected to the same Bela board [1] for signal synchroniza-
tion. We also optimize speaker placement using the approach
described in Section 4.2.

We construct an acoustic lens according to our optimiza-
tion in Section 4.2.2. Our lens consists of 256 (16×16) unit
cells, spanning over 13cm × 13cm. Since the unit cells are
quantized into 16 choices, we 3D print 16 different types of
unit cells and assemble them to an acoustic lens according to
the evaluation scenario. For example, we assemble an acous-
tic lens for a 1-speaker setup, a different acoustic lens for
6 speakers with uniform separation, and another one for 6
speakers with non-uniform separation, as we jointly design
the metasurface with the speaker array. To ensure most signals
coming out of the speakers go through the acoustic lens, we
place our lens 2cm away from the speaker array. For a single
speaker, we follow the setup in [41] where the lens is placed
10cm away from the speaker array.

We evaluate our approach in terms of (i) SNR, (ii) sensing
accuracy, and (iii) communication performance. For acoustic
sensing, we use Kinect V3 to get the ground truth distance
and angle of arrival (AoA). We let the speakers transmit the
following FMCW signal: tx(t) = cos(2π fmint + πBt2

T ), where
fmin = 16kHz, B = 4kHz, and T = 0.1s. We quantify the sens-
ing accuracy using distance error and angle of arrival error.

1D MUSIC is a widely used AoA estimation algorithm. It
computes the auto-correlation matrix R of the received signals
x as R= xHx, where x is a 1×N vector and xH is the conjugate

transpose of x, and then performs eigenvalue decomposition
on R. Let RN represent the noise space matrix, which is the
space spanned by the N−M smallest eigenvectors, where M
is the number of signals. The peak in the pseudo spectrum
p(θ) = 1

a(θ)H RN RH
N a(θ)

corresponds to the AoA.

For acoustic communication, we encode the data using
OFDM. Each OFDM frame contains 180 BPSK symbols,
which are striped onto 12 subcarriers spanning over 18kHz-
20kHz. We use CDMA as FEC code to improve resilience
and the code rate is 50%. We quantify the communication
performance using bit error rate (BER) and frame error rate
(FER). While there are other coding schemes for acoustic
communication, the benefit of our approach (i.e., acoustic
lens with a speaker array) is likely similar across different
acoustic coding schemes.

Unless otherwise specified, all results are from testbed ex-
periments: we use a 6-speaker array with an equal separation
of 9.4mm between the two adjacent speakers and 16× 16
acoustic lens; in device-free acoustic sensing experiments,
the microphone array is 3cm above the acoustic lens to track
the distance and AoA of a person’s hand so that the signal
from the speaker to the target goes through the metasurface
and the signal reflected from the target and received by the
microphone array does not go through the metasurface; in
acoustic communication experiments, the receiver is at 1.5m
away from the speaker array. We also evaluate the impact of
various parameters by varying their values.

5.2 SNR Comparison

We first compare various schemes in terms of SNR.

5.2.1 Beam Pattern

We place a receiver at 1m away, 0° from the speaker(s) and
measure the sound field intensity. Figure 13(a)(c)(e) com-
pare the beam patterns of six schemes in COMSOL simula-
tion [2], and Figure 13(b)(d)(f) compare them in testbed. The
six schemes include: (i) a single speaker without lens (w/o PA
+ w/o lens ), (ii) a single speaker with a lens (w/o PA + w/
lens ), (iii) a phased array without lens (w/ PA + w/o lens ),
(iv) a phased array with a lens (w/ PA + w/ lens ), (v) an
optimized phased array without lens (w/ opt-PA + w/o lens ),
and (vi) an optimized phased array with a lens (w/ opt-PA +
w/ lens ). Our goal is to focus the transmission signal in the
desired direction. As we can see, (vi) yields the highest peak
in the desired angle, which is 1.2, 2.9, 10.5, 10.5, and 18.4dB
higher than (iv), (ii), (v), (iii), and (i), respectively. Optimized
array placement yields 1.2dB gain over uniform placement.
Leveraging acoustic lens yields 15.5dB gain when applied to
a single lens, but its angle cannot be adapted and is always
fixed at 0°. Combining a phased array having a uniform sep-
aration with an acoustic lens allows us to focus the beam in
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(a) Simulation: 0°.
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(b) Testbed: 0°.

-90 -60 -30 0  30 60 90 

Azimuth Angle (°)

0

0.5

1

N
o
rm

a
liz

e
d
 A

m
p
lit

u
d
e

(c) Simulation: −30°.
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(d) Testbed: −30°.
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(e) Simulation: −60°.
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(f) Testbed: −60°.

Figure 13: The amplitude of the acoustic signal at various
angles of steering. The amplitude is normalized by dividing
it by the maximum amplitude of the signal received at 0°.
(a)(c)(e) show the results from the simulation using COMSOL
and (b)(d)(f) show the results from the testbed.

the desired direction while achieving 17.2dB gain over a sin-
gle speaker without lens and 9.3dB gain over a phased array
without lens.

We further evaluate the signal strength as we vary the steer-
ing angle as shown in Figure 14. The improvement of (vi)
over (iv) shows the benefit of the optimized array placement,
and the improvement of (vi) over the other schemes shows the
benefit of combining lens and phased array in the optimized
placement. These results show that (vi) gives the larger SNR
boost with a wide angular range from −60° to 60°.

5.2.2 Beam Width

The 2D structure of our lens design allows us to steer beams in
both the azimuth and elevation directions. To show the impact
of the beam width in both directions, we measure the sound
field in a far field plane, which is parallel to the surface of the
lens. Figure 15 plots the sound field of three different beams
steered to 30°, 60°, and 90°, respectively. As we can see, the
linear phased array can only steer beams in the azimuth direc-
tion. In comparison, the acoustic lens can steer beams in both
the azimuth and elevation directions. According to COMSOL
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Figure 14: Power gain while steering at various angles. The
amplitude is normalized by dividing it by the maximum am-
plitude of scheme (vi). The testbed uses a 16×16 acoustic
lens and 6 speakers to form a phased array.
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Figure 15: In the COMSOL simulation, comparing the sound
signal strength using a phased array (6 speakers) with and
without the acoustic lens in the azimuth direction.

simulation shown in Figure 16, the acoustic lens with a 6-
speaker phased array generates a comparable beam pattern
to a 16× 1 array in the elevation direction and a compara-
ble beam pattern to a 9× 1 array in the azimuth direction.
Therefore, the acoustic lens with a 6-speaker phased array is
comparable to a 9×16 = 144 phased array in terms of beam
width. This is a significant reduction in cost, size, energy,
and computation. Moreover, we also evaluate the equivalent
phased array size when we increase the lens size. Similarly,
the acoustic lens sized in 32×32, 48×48, and 64×64 with
a 6-speaker phased array are comparable to 16×28, 20×40,
and 30×48 phased arrays.

5.2.3 Frequency Response

The acoustic lenses we use are designed for 20kHz sound,
but we use 16-20kHz and 18-20kHz for acoustic sensing and
communication. To understand how the lens works at a differ-
ent frequency, we test the frequency response of the lens. We
first calibrate the speaker(s) and microphone to ensure a flat
frequency response. We then transmit a sine wave with a fre-
quency varying from 10kHz to 22kHz and record the received
sound at 1m and 0° from the speaker. We test all lens con-
figurations, including a single-speaker lens, uniform phased-
array lens, and non-uniform phased-array lens. Fig. 17 shows
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Figure 16: Using a 16× 16 acoustic lens with a 6-speaker
phased array is comparable to a 9×16 phased array in terms
of beam pattern in the elevation and azimuth direction accord-
ing to COMSOL simulation.
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Figure 17: The frequency response of the acoustic lens.

the frequency response. As expected, the peak of the lens
frequency response is 20kHz. It drops rapidly after 20kHz.
Fortunately, the frequency response remains stable in 14kHz-
20kHz, which means that we can use this band for sensing
and communication.

5.2.4 Impact of Lens Size and Phased Array Size

Figure 18(a) plots the received power of (vi) in the desired
direction using different lens sizes. We only plot −60° to 0°
as the result from 0° to 60° is symmetric. We make several
observations. First, as we would expect, increasing the lens
sizes improves the normalized power (i.e., the received power
is normalized by dividing by the power of 32×32 lens at 0°).
In particular, the normalized power increases from 0.29 using
8×8 lens to 0.42 using 12×12 lens, to 0.62 using 16×16
lens, to 0.76 using 24× 24 lens, and to 0.83 using 32× 32
lens at−60°. Second, comparing the simulation (solid curves)
with the testbed (dotted curves) results, we observe high con-
sistency, which validates the fidelity of our simulation.

Figure 18(b) further plots the normalized power (i.e., the
received power is normalized by dividing by the power of
m = 16 phased array at 0°) of (iv) as we vary the number
of speakers. As expected, increasing the number of speakers
from 2 to 4, 6, 8, and 16 increases the normalized power to
1.3x, 1.6x, 1.8x and 2.1x, respectively.

5.3 Distance Estimation Performance

Next we evaluate the impact of our approach on distance
estimation accuracy. As described in Section 5.1, we evaluate
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Figure 18: The impact of lens size and phased array size on
the received power of (iv). Dotted curves represent results
from the testbed experiments while solid curves represent
results from COMSOL simulation.

(a) Distance estimation error. (b) SNR v.s. distance error.

Figure 19: The distance estimation performance using acous-
tic lens.

the benefit of acoustic lens and phased array on the well-
known distance estimation techniques: FMCW.

Figure 19(a) plots the errorbar of the distance estimation
error, where the center, lower bound, and upper bound of the
errorbar correspond to median, 25%, 75% of the distance
error. (vi) performs the best and out-performs (i), (ii), (iii),
(iv), and (v) by 93%, 25%, 76%, 12%, and 72%, respectively.
To better understand where the improvement comes from, we
plot the distance estimation error of each FMCW chirp and
its corresponding SNR in Figure 19(b). We can see that, as
expected, the FMCW chirp with a higher SNR leads to a lower
error. The optimized phased array with acoustic lens has the
highest SNR, so it yields the lowest distance estimation error.

5.3.1 Impact of Measurement Distance

We evaluate the impact of distance on the distance estimation
error as shown in Figure 20. As we can see in Figure 20(a),
(vi) performs the best and out-performs (i), (ii), (iii), (iv), and
(v) by 94%, 45%, 79%, 18%, and 81%, respectively. (vi) in-
creases the operation distance from 0.5m in (i) to 3.5m. Note
that 3.5m operation distance is very good considering the total
power of our speakers is only 0.4 Watt. In comparison, [38]
achieves 4.5m operation distance using a 2.5-Watt speaker.

5.3.2 Impact of Measurement Angle

Next we further show the impact of measurement angle on
the distance estimation performance. From Figure 20(b)-(e),
we can see that (vi) still performs the best in all directions and
out-performs (i), (ii), (iii), (iv), and (v) by 93%, 99%, 77%,
21%, and 76%, respectively. However, when we increase the
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Figure 20: The impact of distance on the distance estimation
error while steering in various directions.
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Figure 21: The impact of lens size and phased array size on
the distance estimation error of (iv).

measurement angle from 0° to 15°, 30°, 45°, and 60°, the
distance error of (vi) also increases from 1.28cm to 1.30cm,
1.32cm, 1.86cm, and 2.47cm, respectively, due to the scan
loss in different angles.

5.3.3 Impact of Lens Size and Phased Array Size

We evaluate the impact of lens size on the distance estimation
performance. We experiment with 4×4, 8×8, 12×12 and
16×16 lens in our testbed. As shown in Figure 21(a), increas-
ing the lens size improves the distance estimation errors. A
16×16 lens reduces the distance estimation error over a 4×4,
8×8, and 12×12 lens by 73%, 62%, and 36%, respectively.

We also evaluate the impact of phased array size. As shown
in Figure 21(b), increasing the array size improves the dis-
tance estimation due to the enhanced SNR. For example, a
6-speaker phased array with AMS reduces the distance esti-
mation error over 1-, 2-, and 4-speaker phased array by 95%,
91%, and 80%, respectively.

5.4 AoA Estimation Performance

In this section, we compare the AoA estimation using 1D
MUSIC as introduced in Section 5.1.

(i) w/o PA+w/o lens (ii) w/o PA+w/ lens (iii) w/ PA+w/o lens

(iv) w/ PA+w/ lens (v) w/ opt-PA+w/o lens (vi) w/ opt-PA+w/ lens
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Figure 22: The impact of distance on AoA estimation error
while steering in various directions.
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Figure 23: The impact of lens size and phased array size on
the AoA estimation error of (iv).

5.4.1 Impact of Measurement Distance

Figure 22(a) plots the AoA error versus the measurement
distance. In all schemes, the distance estimation errors in-
crease with an increasing distance. (vi) performs the best and
reduces the AoA error of (i), (ii), (iii), (iv), and (v) by 92%,
44%, 76%, 16%, and 77%, respectively. The result shows that
our approach effectively improves AoA sensing accuracy by
increasing the SNR.

5.4.2 Impact of Measurement Angle

We further show the impact of measurement angle on AoA
estimation. Figure 22(b)-(e) plots AoA estimation error for
other directions. When the distance is small, the AoA esti-
mation error remains low across all measurement angles of
interest; when the distance is large, the AoA error increases
more rapidly with the increasing angle. This is expected be-
cause when SNR is sufficiently high, the measurement angle
has less impact; but when SNR is low, the measurement angle
matters. (vi) out-performs (i), (ii), (iii), (iv), and (v) by 90%,
96%, 81%, 26%, and 82%, respectively.

5.4.3 Impact of Lens Size and Phased Array Size

As shown in Figure 23(a), increasing the lens size effectively
reduces the AoA estimation error. For example, increasing
the lens size from 4×4 to 8×8 improves AoA estimation by



32%, increasing from 8×8 to 12×12 improves by 53%, and
increasing from 12×12 to 16×16 further improves by 46%.

Figure 23(b) further plots the AoA estimation as we vary
the array size. Increasing the array size improves SNR and
reduces the AoA estimation error. Using 6-speaker phased
array reduces the AoA error by 96%, 74%, and 52% over
using 1-, 2-, and 4-speaker phased array, respectively.

5.5 Acoustic Communication Performance

Finally, we evaluate the impact of our approach on acoustic
communication performance.

5.5.1 Impact of Distance

We put the speakers at a fixed location and gradually increase
the distance between the microphone and the speakers. We
tested the above six scenarios for communication. Figure 24
shows the bit error rate (BER) and frame error rate (FER)
across different AoAs at different distances. We can see that
both BER and FER increase with the distance. Due to the
use of fixed modulation and FEC, the FER rapidly increases
after the distance goes beyond a certain point. If we define
the communication range as the range corresponding to 50%
FER, we observe that (vi) has 3.9m communication range as
shown in Figure 24(l). In comparison, (i), (ii), (iii), (iv), and
(v) have communication ranges of 0.8m, 3.0m, 1.5m, 3.5m,
and 1.5m, respectively.

5.5.2 Impact of AoA

Figure 24 also shows the impact of AoA on BER and FER
in our testbed. (vi) achieves low error rates within 60° and
2.8m. This is good coverage considering the total power of
our 6 speakers is only 0.1-Watt. In comparison, for the same
60° coverage, the other schemes’ range is much smaller.

6 Discussion

Acoustic metasurfaces can effectively boost the signal qual-
ity, and improve sensing and communication performance.
Compared with a large phased array, our approach of using
a small phased array and metasurface is more compact, cost
effective, and energy efficient. To fully realize the potential of
AMS, several challenges remain to be addressed in the future:
(i) further reducing the AMS size so that it can be applied
to more applications (e.g., mobile devices), (ii) supporting a
wider band, and (iii) further simplifying fabrication process.
Figure 17 shows that our AMS can support 16-20 KHz within
20% amplitude loss. This is sufficient for our purpose but may
need further improvement if a wider band is required.
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(a) BER: (i) w/o PA w/o lens.
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(b) FER: (i) w/o PA w/o lens.
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(c) BER: (ii) w/o PA w/ lens.
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(d) FER: (ii) w/o PA w/ lens.
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(e) BER: (iii) w/ PA w/o lens.
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(f) FER: (iii) w/ PA w/o lens.
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(g) BER: (iv) w/ PA w/ lens.

-60 -30 0 30 60

AoA (°)

100

300

500

D
is

ta
n

c
e

 (
c
m

)

0

0.2

0.4

0.6

0.8

1

F
E

R

(h) FER: (iv) w/ PA w/ lens.
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(i) BER: (v) w/ opt-PA w/o lens.
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(j) FER: (v) w/ opt-PA w/o lens.
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(k) BER: (vi) w/ opt-PA w/ lens.
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(l) FER: (vi) w/ opt-PA w/ lens.

Figure 24: The impact of distance and AoA on the communi-
cation performance.

7 Conclusion

In this paper, we develop a novel acoustic system that uses
AMS and multiple speakers together to achieve dynamic steer-
ing and high SNR. The increase in SNR can be translated
into higher accuracy in distance and AoA estimation and
larger communication range in acoustic communication. En-
couraged by the promising results, we plan to further explore



more applications that can benefit from our design.
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